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ABSTRACT

Skin cancer is one of the most dangerous types of cancers that affect millions of people every year. The detection of
skin cancer in the early stages is an expensive and challenging process. In recent studies, machine learning-based
methods help dermatologists in classifying medical images. This paper proposes a deep learning-based model
to detect and classify skin cancer using the concept of deep Convolution Neural Network (CNN). Initially, we
collected a dataset that includes four skin cancer image data before applying them in augmentation techniques to
increase the accumulated dataset size. Then, we designed a deep CNN model to train our dataset. On the test data,
our model receives 95.98% accuracy that exceeds the two pre-train models, GoogleNet by 1.76% and MobileNet
by 1.12%, respectively. The proposed deep CNN model also beats other contemporaneous models while being
computationally comparable.
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1 INTRODUCTION Ultraviolet radiation triggers these tumours to increase.
These cancer cells are seen mostly on sun-exposed ar-
eas like ear, lips, face, around the eye, scalp, neck, hand.
American Cancer Society [5] estimated the death rate
for melanoma skin cancer to be 6850, where new cases
of this estimation are 100,350 where 60,190 people are
male, and 40160 are female. They also estimated that
the death rate is higher in male than female. A spe-
cialist do visual analysis by analysing the pigmented
lesions by changing size, irregular shape and colour.
Then histopathologic diagnosis is another way to exam-
ine the cancer cell. Here experienced dermatopatholo-
gist help to determine the melanoma. The earlier can-
cer detection can be useful to save many lives. Vocaturo
et al. [6] have shown different machine learning tech-
niques for automatically detecting melanoma. These
techniques help to research more on skin cancers [7].
However, we need systems that can accurately predict
skin cancer or not and its type.

An uncontrollable growth of abnormal cells that ap-
pears on our skin is called skin cancer. It happens when
some unusual DNA damage activates mutations [1]] that
helps skin cells to increase very fast, and this forms
malignant tumours. Some major skin cancer types are
basal cell carcinoma, squamous cell carcinoma, actinic
keratosis and malignant melanoma. Basal cell carci-
noma is a nonmelanoma type cancer that starts with dif-
ferent sized nodules [1]]. The second type of skin can-
cer is squamous cell carcinoma that creates scaly red
marks, open inflammations, uneven clots or lumps in
the skin. In the U.S., more than 1 million cases of this
type are diagnosed each year [2]]. A different kind of
skin cancer is actinic keratosis that is the initial stage
of squamous cell carcinoma [3]. The last one is a se-
rious one among others which is malignant melanoma.
It occurs when pigment cells grow without any control.
Without any indication, 90% of melanomas are diag-  Non-pigmented lesions like basal cell carcinoma, squa-
nosed as primary tumours [4]. mous cell carcinoma, actinic keratosis and pigmented

lesion like malignant melanoma have some clinical dif-

ferences: bleeding, pain, and itching. But the appear-

ance of these lesions on human body parts is very simi-
lar. So it is difficult to distinguish any of these skin can-
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are used to describe how well these classifiers perform
on dermoscopic images. In [9], K-mean clustering is
used to segment skin cancer, and then features are ex-
tracted using grey level co-occurrence matrix. The sup-
port vector machine is used as a classifier. For faster and
better prediction, A classification technique can also
help the patient life that relies on the detection result
(L] [12]] [13] [10]. It motivates us to implement a deep
learning approach to build a CNN model that can clas-
sify four different skin cancer types.

This paper proposes a deep convolutional neural
network model that automatically detects and classifies
actinic keratosis, basal cell carcinoma, malignant
melanoma, and squamous cell carcinoma. To test our
model, we collect a dataset and train it in our model
with other two pre-train models. Our model provides
satisfying accuracy compare to the state of the arts.
The summary of our contribution is four folded.

* We collect a skin cancer dataset, size 800 images
of four skin cancer classes that are, Actinic Ker-
atosis, Basal Cell Carcinoma, Malignant Melanoma
and Squamous Cell Carcinoma. We use data aug-
mentation techniques for increasing the dataset at
5600 images that were split into training and test set
for deep CNN models.

* A deep CNN model has been proposed that has con-
volution layers for extracting features and fully con-
nected layers for classifying the cancer type. Reg-
ularization techniques like batch-normalization and
dropout helped to reduce the overfitting.

*  We present a comparative study of two pre-trained
models that shows how our model differs from ar-
chitecture and accuracy.

Rest of the paper is discussed as follows: Section [2]
most related works, Section [3| our proposed deep CNN
model, Section [Z_f] experimental results and discussion,
and we conclude our work with further research direc-
tion in Section[3

2 RELATED WORKS

This section narrates some most related works on Skin
Cancer using different techniques for detecting and
classifying.

2.1 Learning based Approaches

Garg et al. [14] proposed a way to detect melanoma
skin cancer by using some image processing tech-
niques. They have implemented an ABCD rule called
Asymmetry, Border Irregularity, Color, and Diameter.
An illumination correction used before the skin lesion
segmentation.  They received the accuracy up to
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91.6%. Tammineni et al. [15] proposed a melanoma
segmentation technique for early detection of skin
cancer. A melanoma segmentation technique used
based on Gradient and Feature Adaptive Contour
(GFAC) model. They experimented on PH2 dataset
consisting of 200 images. The achieved accuracy for
the proposed segmentation techniques is 98.64%. The
acquired accuracy is well enough, but it is limited to a
low sized dataset.

2.2 CNN based Approaches

Pham et al. [16] classified skin lesions with Deep CNN
with Data Augmentation. They combined images from
different sources such as ISBI Challenge, ISIC Archive,
PH2 dataset to prepare the dataset. InceptionV4 was
used as the model architecture, and the outcomes com-
pared by using Support Vector Machine (SVM), Ran-
dom Forest (RF) and Neural Network (NN) as classi-
fiers. They achieved an overall accuracy of 89%. Even
though the model architecture was InceptionV4, the
gained accuracy was not satisfactory. Jordan et al. [[17]
proposed a method to classify multimodal skin lesion
using deep learning. They have composed their dataset
with 2917 cases from five classes. They have used mod-
ified ResNet-50 as the model architecture. As a modi-
fication, they removed the softmax and fully connected
layer from the end. They used 2048-dimensional image
feature vector as the flattened output, which they re-
ferred to as an image feature extraction network. They
received 85.8% average accuracy in single image clas-
sification, and the highest multimodal network accu-
racy was 86.6%. The multimodal network fails to ac-
quire higher accuracy. Serban et al. [18] implemented
a convolutional neural network to facilitate automatic
diagnosis of skin cancer. The dataset consists of 1000
images collected from International Skin Imaging Col-
laboration and PH2 databases. There are two classes,
benign tumours and skin malignant lesions, each hav-
ing 500 images. Then the dataset was fed to the neural
network. The proposed solution acquired 80.52% accu-
racy on the dataset.The dataset has only two classes and
the accuracy can be improved.

Hosny et. al [[19] classified three different types of skin
cancer that are melanoma, common nevus and atypical
nevus. They modified the AlexNet architecture. When
the model was trained with original images, they got
80% accuracy. The accuracy was 98.61% after using
augmented images. They used 200 images from ph2
dataset which became 11000 after applying augmen-
tation. However, there are 11000 images after aug-
mentation while the original dataset has three classes
with 200 images in total. Ensaf et al. [20]] have used
transfer learning as a part of deep convolutional net-
works to classify enhanced skin lesions. They used
HAM10000 dataset. In the pre-processing step, the
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dataset was cleaned, downsampled, split and then aug-
mented. As model architecture, DenseNet-121 and Mo-
bileNet architecture was used. Both CNN models were
pre-trained. After evaluation, DenseNet-121 and Mo-
bileNet achieved 71.9% and 82.6% testing accuracy,
respectively on the unbalanced dataset. Whereas, they
reached 92.7% and 91.2% accuracy, respectively on the
balanced dataset. It was an impressive improvement.

Nahata et. al [21] proposed skin cancer detection
model using deep learning that can classify the types of
skin cancer. They used similar seven classes from ISIC
2018 and 2019 dataset. Transfer learning was used
to train the CNN. For this, InceptionV3, ResNet50,
VGG16, MobileNet and InceptionResnet was used.
Among all these models, InceptionResnet achieved
91% accuracy. The dataset had 35,348 images with
seven classes. Improvement in the model architecture
can give more accurate prediction result. Ulzii et
al. [22] proposed a way to classify skin cancer by
using ECOC SVM classifier with pre-trained AlexNet
architecture. ~ They collected the dataset through
searching on different search engines available online.
The dataset consists of 3753 images with 4 classes
Actinic Keratoses (897), Melanoma (958), Squamous
cell carcinoma (977), Basal cell carcinoma (921). For
the model architecture, pre-trained AlexNet model was
used to extract the training features. The classifier was
Error-Correcting Output Codes (ECOC) SVM. After
evaluation, they were able to acquire 94.2% accuracy
on multiclass classification. Further improvement can
increase the accuracy of their model.

The earlier research was mostly focused on melanoma,
but research focusing on various skin cancer types is
scarce. Our focus is on improving the dataset and build-
ing a model that can classify different types of skin can-
cer.

3 METHODOLOGY

In this section, we have described the overall work-
flow of our proposed method. At first, we have col-
lected a dataset then we preprocessed the dataset with
the augmentation method. Finally, we proposed a deep
learning-based model to detect skin cancer, as shown in

Figure

3.1 Dataset

Our data collection process was a challenging
task. We collect 21 images from the Department
of Dermatology, Dhaka Medical College (DMC),
Dhaka, Bangladesh. Other 779 images acquired
from www.dermnet.com, which is the largest
independent photo dermatology source dedicated to
online medical education. Our dataset contains four
different classes of Skin Cancer, including Actinic
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Keratosis (AK), Basal Cell Carcinoma (BCC), Malig-
nant Melanoma (MM) and Squamous Cell Carcinoma
(SCC). Figure [T shows a sample of our dataset on skin
cancer. After collecting the dataset, we resized our
dataset because all the images were not the same size.
So, the images were pre-processed by resizing them
into 224 x 224 pixel as it gives a better result. For our
deep learning approach, the number of images was not
enough for the model’s learning.

Figure 1: A sample of our collected dataset.

Table 1: Image Augmentation Parameters.

Transformation | Descriptions

Types

Rotation Rotate an angle ranging from 0 to 360 de-
grees at random.

Flipping 0 (Without) or 1 (With) flipping

Re-scaling With a scale factor ranging from 0.3 to
0.8, at random

Shading From the middle to the edges, the image
brightness is reduced.

Translation Adding a given value to the x-axis and y-
axis shifts the image in coordinate space.

Shearing Shifting one portion of the image in the
manner of a parallelogram.

3.2 Pre-processing and Augmentation

We used different augmentation techniques to improve
the dataset size using rotation, flipping, shading, trans-
lation, shearing and scaling. We applied 0.2 as shifting,
shear and zoom range. Rotation transforms a source im-
age by rotating clockwise or counterclockwise by some
number of degrees randomly. Flipping means the rota-
tion of an image in horizontal or vertical axis. Shad-
ing is done by different hue values denoting the shade
of colors in the image. Translation means moving the
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Figure 2: The architecture of propose deep CNN Model for Skin Cancer detection and classification.

image along to either x-axis or y-axis. Shearing means
shifting one part of an image to any parallel side. Resiz-
ing an image to a given size is scaling. Table[T]contains
a summary of the augmentation parameters. After ap-
plying all the transformations, each image normalized.
After augmenting our dataset, we received in a total of
5600 images. Then we split it into training and test-
ing sets. In our training phase, 4480 images (80% of
the dataset) used for model learning means training and
validation. We kept 1120 images (20% of the dataset)
for testing and evaluating the model.

3.3 Proposed Model

Different types of deep learning architectures are com-
monly used for image and video classification, while
recent methods focusing on deep CNN models for iden-
tifying and classifying 2D and 3D images [23] [24] [25]]
[26]. Due to memory limitations, it is computation-
ally expensive to learn many trainable parameters and
arithmetic operations [27]. It motives us to work on a
deep learning-based method to detect and classify skin
cancer. Our proposed model used an input layer cor-
responding to 224 x 224 input image with three input
channels. In this architecture, we used the first convo-
lutional layer from the input image with two and used
ReLU activation function to activate every convolution
layer. We used batch normalization, which normal-
izes the feature extraction and reduces data variance.
It is used after ReLU () activation function and before
max-pooling. It reduces the spatial dimensionality of
the extracted feature maps. Then we used the output
filter size as 16 with 7 x 7 kernel size followed by 2 x 2
size max-pooling layer with stride 2. Then added three
convolutional blocks, stacked over the first block, each
having a 3 x 3 kernel size with 32, 64, 128 and filters
sequentially with ReLU activation function with cor-
responding batch-normalization and 2 x 2 max-pooling
layers with stride 2. Table [2] shows the summary of the
proposed model with layers, configuration, parameters
and output shape.
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RELU (x) = MAX(0,X) (1)

The outputs from these layers are flattened and con-
nected with three fully connected layers: dense layers
and dropout layers. We used 25% of first two dropout
layers and 50% used for last dropout layer and the first
two dense layers used in 256 and another dense layer
used in 128, followed by Softmax (2) output layer acti-
vation function with probability images for each of the
class.

Softmax((x;)) = Xm (2)
j

It must be designed with the appropriate loss function
and optimizer before being used for training. Adam
was used as an optimizer because it has a lower com-
putational cost, uses less memory, and is unaffected by
gradient re-scaling. This addresses concerns like large
data sets, hyper-parameters, noisy data, insufficient gra-
dients, and non-stationary problems that involve fine-
tuning. We used categorical cross-entropy as a loss
function, which is defined as an n-dimensional vector.

3.4 Pre-train Models

GoogleNet [28]], and MobileNet [29] are one of the
most popular pre-train approaches in Deep Learning
and Transfer Learning that is being used by researchers
broadly [31] [32]. We also used these two pre-train
models that consist of 48 layers and 28 layers, respec-
tively. These models are trained on large ImageNet
dataset with 1000 classes and perform well. GoogleNet
[28] has learned multi-level feature representation for a
wide range of images. We use it with pre-train weight,
and our images were 299 x 299. The last layer consists
of an GlobalAverage, a Pooling2D layer and two Dense
layers. SGD optimizer was applied and Binary Cross
Entropy was used as the loss function [30]. Another
image classification model is MobileNet [29]. We use
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Table 3: Training details of three deep learning models
(two pre-train models and our proposed model).

Layers Configuration Output Shape
Conv2D 224 x 224 x 16; ker- | 224 x224x 16
nel size: 7 x 7; stride:
2; activation function:
RELU
BatchNormalization | - 224 x 224 x 16
Max-pooling2D Kernel size: 2 x 2; | 112x112x32
stride: 2;
Conv2D 112 x 112 x 32; ker- | 112x112x32
nel size: 3 x 3; stride:
2; activation function:
RELU
BatchNormalization | - 112x112x 32
Max-pooling2D Kernel size: 2 x 2; | 56 x 56 x 64
stride: 2;
Conv2D 56 x 56 x 64; kernel | 56 x 56 x 64
size: 3 x 3; stride:
1; activation function:
RELU
BatchNormalization | - 56 x 56 x 64
Max-pooling2D Kernel size: 2 x 2; | 28 x28 x 128
stride: 2;
Conv2D 28 x 28 x 128; kernel | 28 x 28 x 128
size: 3 x 3; stride:
2; activation function:
RELU
BatchNormalization | - 28 x 28 x 128
Max-pooling2D Kernel size: 2 x 2; | 14 x 14 x256
stride: 2;
Flatten - 4096
Dense - 256
Dropout 0.25 256
Dense - 128
Dropout 0.25 128
Dense - 64
Dropout 0.50 64
Dense activation:  Softmax; | 4
unit: 4

this with pre-train weight and 224 x 224 input images.
Here, the last layer consists a Dense layer with softmax
activation function. SGD optimizer was applied and Bi-
nary Cross Entropy was used as the loss function. Af-
ter that, we use our augmented images to train and test
those pre-trained models. We used a Dense layer with
softmax activation function as the last layer. Adam op-
timizer was applied and Categorical Cross Entropy was
used as the loss function. These pre-trained models de-
creased the requirement of computational power and
saved time for training the model. Table [3] shows the
two pre-train model’s training details and our proposed
model.

3.5 Evaluation Metrics

For measuring our model’s performance, we evaluated
it to observe which model gives the highest accuracy by
predicting the sample data [33]] [34]. We calculated ac-
curacy, precision, recall, Specificity, Negative Predic-
tive Rate and False Discovery Rate by using the True
Positive (TP), True Negative (TN), False Positive (FP),
False Negative (FN) values. We also observed the con-
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Training Details GoogleNet MobileNet Proposed
model
Data Augmenta- | Yes Yes Yes
tion
Transfer Learn- | Yes Yes No
ing
Last layer GlobalAverage{ Dense (4, | Dense
Pooling2D activation = | (4, acti-
Dense (1024, | softmax) vation =
activation = softmax)
relu) Dense
(4, activation
= sigmoid)
Feature Extrac- | Yes No Yes
tion Enabled
Classification En- | Yes Yes Yes
abled
Optimizer SGD SGD ADAM
Loss Function Binary Cross- | Binary Categorical
Entropy Cross- Cross-
Entropy Entropy
Number of Pa- | 23,909,160 2,259,265 14,050,501
rameters
Number of Train- | 23,874,727 2,225,153 13,142,281
able Parameters

fusion matrix for predicting each class [35]]. Following
equations, 38| were used for evaluating the results.

(TP+TN)
A = 3
A = (TP TN+ FP+FN) )
TP
Recall | Sensitivity = # %)
(FN+TP)
TP
Precision = (7) 5)
(TP+FP)
TN
NegativePredictiveValue = # (6)
(TN+FN)
FP
FalseDiscoveryRate = FI(JT;P (7
o (TN)
S ty=———"— 8
pecificity (FP+TN) )

4 RESULTS AND DISCUSSION
4.1 Experimental Setup

To train our proposed model, we used Google Colab
GPU platform using python environment. For training,
We compiled our proposed model with ADAM opti-
mizer with a learning rate of 0.001, and the batch size
was 32. After that, we train our model for 50 epochs
with ’categorical cross-entropy’ as the loss function.
We measured the model train and validation graph by
observing the loss function. We used pre-trained mod-
els that were fine-tuned to adjust some parameters for
training.
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Figure 3: (a) Accuracy, and (b) Loss Graph of our proposed model.

4.2 Results

Table[]represents the confusion matrix of our proposed
model. It shows a tabular way of the performance of
our model. Each entry in a confusion matrix denotes
the number of predictions made by the model where
it classified the classes correctly or incorrectly. Here
the rows and columns indicate actual labels and pre-
dicted labels respectively. Depending on the number
of classes, The size of our confusion matrix became
4 x 4. Table [5] shows the performance evaluation that

is shown graphically in Fig. [3| (b). Here, the blue line
represents the training performance, and the orange line
represents the validation performance. After training,
we noticed there was a slight overfitting pattern. This
happened due to the new dataset. The different classes
had very similar characteristics which led the training
to occur in an overfitting pattern.

Table 6: Different training options with performance of
proposed model.

Table 4: The Confusion Matrix (CM) of our proposed

model.
Classes | AK | BCC | MM | SCC
AK 258 5 9 8
BCC 3 269 3 5
MM 15 2 256 7
SCC 9 13 11 247

Optimizers | Loss Function Pre Rec Acc
SGD MSE 85.42% | 81.65% | 89.97%
SGD cross entrophy | 85.74% | 85.36% | 90.68%

ADAM MSE 88.55% | 87.81% | 92.32%
ADAM cross entrophy | 91.96% | 91.97% | 95.98%

includes Precision, Recall, Accuracy, Negative Predic-
tive Value and False Discovery Rate for four different
skin cancer classes of our proposed model. Equation 3|
to /| was used for calculating these values. The differ-
ent evaluation metrics indicate the overall performance
of our model. We have got the highest accuracy 97.23%
in Basal Cell Carcinoma (BCC). Basal Cell Carcinoma
acquired the highest values in other metrics such as Pre-
cision, Recall and Negative Predictive Value.

Table 5: Performance Evaluation of our proposed
Model.
Types | Precision | Recall | Accuracy | NPV | F-Rate
AK 0.92 0.90 95.63% | 0.97 0.08
BCC 0.99 0.93 97.23% 0.98 0.04
MM 0.91 0.91 95.80% 0.97 0.09
ScC 0.88 0.92 95.27% 0.98 0.12

Figure 3] (a) describes the training and validation accu-
racy of our model. Also the training and validation loss
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To get the best among all, we used SGD and ADAM
optimizers with MSE and cross entropy loss functions.
When we chose ADAM as the optimizer with cross
entropy loss function, we got 95.98% accuracy with
91.96% precision and 91.97% recall. Table [6] depicts
the performance of proposed model with different opti-
mizers and loss functions.

4.3 K-Fold Cross Validation

K-fold cross validation is used to know how accurately
the model will predict if a new test set is used. Here k
is the number of folds where each fold will be used as a
test set. In this case, to evaluate the proposed model on
our dataset, we used 5-fold cross validation. The first
fold was used as the test set in the first iteration. Se-
quentially the next folds are used as test set in next four
iterations. As we have 5600 images, each fold consists
of 1120 images.

The confusion matrics for each fold is shown in figure
[l The confusion matrics for each fold is shown in fig-
ure [d] Here in each confusion matrix, each row is for
actual values and column is for the predicted values of
the model. True positive values refers to the predic-
tion of the existence of skin cancer when it is actually
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o
Figure 4: Confusion matrix of 5-fold cross validation process for each fold: (a) fold 1, (b) fold 2, (c) fold 3, (d)
fold 4, and (e) fold 5.

present. In the first fold, the true positive values are
242, 247, 240, 235 for Actinic Keratosis, Basal Cell
Carcinoma, Malignant Melanoma and Squamous Cell
Carcinoma respectively. Similarly, the true positive val-
ues for next four folds are (229, 237, 233, 224), (241,
244, 237, 224), (265, 257, 259, 264), (250, 245, 253,
246), respectively. So for each iteration, we can see the
model prediction is quite well.

We also measured precision and recall for each fold.
Folds were shuffled 5 times and the measures are given
in table[7] After observing these values for each fold,
we got an average of 87.08% and 87.16% precision and
recall values respectively. The average accuracy of 5
folds is 93.50%. From this measurements, we can say
that overfitting is present.
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Table 7: Measurement of 5-fold cross validation of this
dataset.

Fold Precision (%) | Recall (%) | Accuracy (%)
Fold-1 86.03 86.25 93.04
Fold-2 82.53 82.47 91.21
Fold-3 84.59 84.75 92.23
Fold-4 93.48 93.25 96.65
Fold-5 88.76 89.09 94.37

Average 87.08 87.16 93.50

4.4 Comparison

The performance comparison among the Deep Learn-
ing models was made using Sensitivity, Specificity, Pre-

ISBN 978-80-86943-34-3
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Dataset type Models Sensitivity | Specificity | Precision | Accuracy
GoogleNet [28]] 79.81% 84.23% 79.57% 84.66%
Without Augmentation | MobileNet [29] 81.09% 84.97% 81.55% 85.48%
Proposed Model | 83.18% 88.93% 84.72% 87.36%
GoogleNet [28]] 90.75% 94.91% 88.38% 94.21%
With Augmentation MobileNet [29] 90.23% 95.66% 90.73% 94.85%
Proposed Model | 91.97% 97.33% 91.96 % 95.98 %

Table 9: Comparison our result with the state of the arts.

Approaches Methods | Dataset Size | Classes | Accuracy

Moussa et al. [39] k-NN 15 2 89%
Dubal et al. [36]] NN 463 6 76.90%
Alquran et al. [37] SVM 11 1 92.1%
Victor et al. [38] KNN 1000 2 93.70%
Milton et al. [40]] DNN 2000 7 76%

Ulzii et al. [22] CNN 3753 4 94.2%
Proposed model | Deep CNN 5600 4 95.98 %

cision and Accuracy. It shows that our proposed model
performs better than pre-train models, GoogleNet and
MobileNet. Table [§| demonstrates the results. At first,
the pre-trained models and our proposed models are
trained with images that are not augmented. Here we
can see that our model performed better than other two
models with an accuracy of 87.36%. To improve the
accuracy, in the next approach, we trained the model
with augmented images. This time the accuracy of our
proposed model is 95.98%.

Table [0] shows the comparison of our model with pre-
vious works. After applying augmentation, our used
dataset was the most enriched of all the previous works
done before. Also, our proposed model outperformed
all the previous researches in classifying different types
of Skin Cancer. Various Neural Networks, SVM, KNN,
and Convolutional Neural Networks have been used
among the earlier works. The size and the feature of the
dataset also had varieties. Milton et al. [40] had worked
with the most established dataset with 2000 images in
2 classes. The work focused on multiple pre-train net-
works and was able to secure at best 76% accuracy. On
the other hand, Victor et al. [38]] used 1000 images with
binary classes and used classical machine learning algo-
rithm KNN and SVM. They were able to secure 93.70%
on their work. Our work surpassed previous results by
both the dataset and accuracy.

S CONCLUSIONS

In this paper, we have collected a dataset of four types
of skin cancer and used augmentation techniques to in-
crease our dataset. We proposed a deep learning-based

DOI:10.24132/CSRN.2021.3101.8

method to classify skin cancer. We used some regular-
ization methods like batch normalization to avoid over-
fitting and used convolution, max pooling, dropout, and
fully connected layers. Our proposed model achieved
96.98% accuracy for four types of skin cancer that is
the state of arts. This accuracy is higher than two other
pre-train models, GoogleNet and MobileNet. Five-fold
cross-validation is used to verify the proposed model
with this dataset. In summation, our proposed model
provided better comparable performance to the existing
state-of-the-art methods in terms of accuracy, precision,
recall, sensitivity, and specificity. It is also simple and
lightweight architecture than other models. In future, a
light architecture can be designed without compromis-
ing the accuracy to detect skin cancer by minimizing
computational complexity.
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